lzvestiya. Non-Ferrous Metallurgy e 2023 « Vol. 29 « No.3 e P. 38-53

Bazhenov V.E., Koltygin A.V., Nikitina A.A. et al. Efficiency of multithreaded computing in casting simulation software

FOUNDRY / AUTEMHOE NPOU3BOACTBO

UDC 621.74 Research article

https://doi.org/10.17073/0021-3438-2023-3-38-53 HayuHas ctarbs @

The efficiency of multithreaded computing
in casting simulation software

V.E. Bazhenov', A.V. Koltygin', A.A. Nikitina', V.D. Belov', E.A. Lazarev?

!'National University of Science and Technology «MISIS»
4 Leninskiy Prosp., Moscow, 119049, Russia

2 PJSC “UEC-Kuznetsov”
29 Zavodskoe Shosse, Samara, 443009, Russia

<l Viacheslav E. Bazhenov (V.E.Bagenov@gmail.com)

Abstract: The utilization of computer simulation software for casting process simulation is becoming essential in the advancement of casting
technology in aviation and other high-tech engineering fields. With the increase in the number of computational cores in modern CPUs, the use of
multi-threaded computations is becoming increasingly relevant. In this study, the efficiency of multi-threaded computations in modeling casting
processes was evaluated using finite element method casting simulation software ProCast and PoligonSoft, which utilize parallel computing
architectures with distributed (DMP) and shared (SMP) memory, respectively. Computations were performed on Intel and AMD-based
computers, varying the number of computational threads from 4 to 32. The calculation efficiency was evaluated by measuring the calculation speed
increase in the filling and solidification of GP25 castings made of ML10 alloy, as well as the complex task of filling and solidification modeling
nickel superalloy casing castings with radiation heat transfer simulation. The results indicate that the minimum computation time in ProCast
software is observed when using 16 computational threads. This pattern holds true for both computing systems (Intel and AMD processors),
and increasing the number of threads beyond this point does not make a practical difference. The performance decrease in this scenario can be
attributed to the low-performance energy-efficient cores in systems based on Intel processors or the decrease in core frequency and full loading of
physical cores in systems based on AMD processors. Multi-threading the modeling task in PoligonSoft software is less efficient than in ProCast,
which is a result of the shared-memory architecture used in PoligonSoft. Despite the significant difference in parallel efficiency, the task of GP25
casting solidification in both PoligonSoft and ProCast is solved in a time close enough to be considered sufficient.
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siIep B COBPEMEHHBIX IpoLieccopax aKTyaJlbHbIM CTAHOBUTCS OCYLLIECTBIEHNE MHOTOIIOTOYHBIX BblUMCIeHU . B paboTe olleHnBasach
93GbGEKTUBHOCTh MHOTOTTOTOYHBIX BEIYUCICHU I TIPU MOJETMPOBAHUY IUTEHHBIX TIPOIIECCOB C TTIOMOIIbI0 KOHEUHO-3JieMeHTHbIX CKM
JITT «ProCast» u «[TomuronCodT», UCMOTB3YIOMMUX aPXUTEKTYPHI MTapalJIe]bHBIX pacueToB ¢ pacrpenenenHoit (DMP) u o6mieit (SMP)
MaMsThIO COOTBETCTBEHHO. J1J1s1 BRIUMCJICHU 1 TIPUMEHSIJIM KOMITBIOTEPBI Ha 6a3e miatdopm oT KommnaHuii «Intel» u «<AMD». Yucio pac-
YETHBIX TOTOKOB BapbUpOBau OT 4 10 32. D HEeKTUBHOCTD OLIEHUBAJIU 1O MPUPOCTY CKOPOCTH pacyeTa 3aloJHEHM s U 3aTBEpIeBaHU s
otauBku «['T125» u3 criiapa MJI10, a TakXe pelIeHUs] CAOXHON 3a1auyl MOAEIMPOBAHMSI 3aMOJTHEHM S U 3aTBEePAEBaHU S KOPIYCHBIX
OTJIMBOK M3 HUKEJIEBOTO XapolpoOYHOro cljaBa ¢ yyeToOM paJiuallMoHHOro TernjaooomeHa. [TlokasaHo, 4To MUHUMaJbHOE BpeMsl pacueta
B CKM JIIT «ProCast» HabitonaeTcst Ipu UCMOTb30BAHUM 16 BEIYMCITUTEIbHBIX TOTOKOB. [IprueM 3TO XapaKTepHO JJIs 00erX BHIYMC-
JIUTEIBHBIX CUCTEM (Ha TIponieccopax «Intel» u «<AMD»), u yBeTnueHMe Ynciia TOTOKOB BBIIIE DTOTO Mpefesia He UMeeT MPaKTUIeCKOTo
cMbicia. CHUXXEHUE MPOU3BOAUTEIBHOCTH B TaHHOM CJIy4ae MOXET OBITh CBSI3aHO C HAJIMYUEM MaJOTIPOM3BOIUTEIBHBIX IHEPTOA(D-
(eKTUBHBIX siZEp B Cydae IPMMEHEHMsI CUCTEMBI Ha Ipoleccope «Intel», a Takke MOMTHOM 3arpy3Ku GDU3UUYECKUX SIIEP U YMEHbBIIEHUEM
4acTOTHI sIAep JJISl CUCTeMbI Ha npolieccope oT «AMD». PacnapannenuBanue 3agaun moxaeauposanus B CKM JIIT «[ToauronCodr»
meHee apdexkTuBHo, ueM B CKM JITT «ProCast», BcieacTBUe peau3aliui apXUTEKTYPbI ¢ 0011el namMsaThio. B To Xe BpeMsi, HeCMOTpst
Ha 3HAYUTEJbHYIO pa3HUIY B 9(p(heKTUBHOCTH pacriapasuieiuBaHus, 3aj1a4a 3arBepaeBaHust oTiuBKU « T125» 8 CKM JITT «IToauroH-
Cod1» u «ProCast» perraetcst 3a 10CTaTOYHO OTU3KOE BpeMs.

KiroueBbie clioBa: KOMITBIOTEPHOE MOJEIMPOBAHUE JTUTEHHBIX MPOLECCOB, MHOTOMOTOUHbIE BhluucieHus, ProCast, [TonruronCodr,
SMP, DMP.
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Introduction

With the advancements in computer technology,
simulation has become extensively utilized in various
manufacturing fields, including casting. Casting en-
gineers routinely employ numerous casting simulation
software (CSS) for this purpose. Nowadays, simulation
has become an obligatory step in the process of gating
system development, particularly in industries like aero-
space and other advanced sectors. The implementation
of simulation helps in reducing production engineering
costs.

In order to enhance performance, advanced com-
puter-aided engineering (CAE) tools and CSS support
multithreaded computations. The initial concept of
parallel computing originated from grid computing,
which involves a network of interconnected computers
forming a “virtual supercomputer”. Presently, cloud
computing employing remote supercomputers has be-
come the dominant approach, although multi-core per-
sonal computers (PCs) are also widely used [1]. These
developments are based on the progress in compu-
ter science, particularly the increasing computational
speed of multicore processors [2]. Furthermore, GPU

computing has emerged as an intriguing advancement,
although its current usage in casting simulation is li-
mited [3—3].

Parallel computing is typically categorized into
two types: distributed memory processing (DMP) and
shared memory processing (SMP). In DMP, each CPU
core is allocated a specific memory, whereas in SMP,
all cores access the same shared memory (see Fig. 1)
[4; 6]. The message passing interface (MPI) is respon-
sible for managing message exchange between multiple
cores [7].

The DMP architecture has been proven to be more
efficient. For example, Pannala S. et al. [8] conducted
an assessment of parallel computations for fluidized
bed simulation. They found that the SMP architecture
with 32 threads resulted in a 14-fold improvement in
performance, whereas the DMP architecture achieved a
remarkable 27-fold acceleration under the same condi-
tions, which is close to the theoretical maximum limit
of 32.

However, it should be noted that the total increase
in computing performance is often is less than the
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sum of the performance of individual cores [9]. The
SYSWeld (ESI Group) welding and heat treatment
simulation software utilizes the DMP architecture,
which yields a 5-fold performance improvement with
8 threads [10]. As the number of threads is further in-
creased, the efficiency of computation parallelization
diminishes. For 32 threads, the performance gain was
only 9-fold, representing a mere quarter of the the-
oretically possible limit. In the work by Yang W.-H.
et al. [11], ANSYS (ANSYS, Inc.) was employed to
simulate plastic injection molding with 1 to 4 threads.
The performance improvement ranged from 1.5 to
2.1 times for two threads, and 3.1 to 3.4 times for
four threads. Corke G. [12] tackled various simu-
lation problems in ANSYS 17 with different thread
numbers (up to 28), revealing that the performance
gain occurred up to 16 threads. Beyond that point,
increasing the number of threads had little to no ef-
fect on performance, and in some cases, it even de-
creased. On average, the performance gain remained
below 7-fold for 28 threads. Posey S. et al. [5] report-
ed a 6-fold performance improvement when solving
deformable body, CFD, and heat transfer problems
with LS-DYNA (ANSYS, Inc.) using 6 threads. The
computational performance is not solely determined
by CPU speed and the number of threads. Corke G.
[12] demonstrated that replacing the hard disk drive
(HDD) with a Serial Advanced Technology Attach-
ment (SATA) Solid-state drive (SSD) resulted in a
4-fold performance increase, while a faster NVME
(Non-Volatile Memory Host Controller Interface

SMP architecture

Core #1 Core #2 Core #N

Data bus

Y

Shared memory

Specification) SSD led to a 7-fold improvement.
Expanding the RAM also contributes to the perfor-
mance gain, although to a lesser extent. Yang W.-H.
et al. [11] reported conflicting relationships between
the number of computational mesh nodes and com-
putational performance [11].

Parallel computations have also been applied to
casting simulation. For example, Trebacz L. et al. [13]
conducted simulations of continuous steel casting using
a distributed solver and the ProCast CSS (ESI Group).
Their findings indicated that the size of the FEM mesh
has little impact on the efficiency of parallel comput-
ing. The study also revealed that the ProCast solver
exhibits low computing costs for thread synchroniza-
tion. The efficiency of the solver with 8 threads reached
only 70 % of the theoretically possible limit compared
to single-thread computation. Konopka K. et al. [2]
simulated continuous casting using ProCast and em-
ployed both distributed computing and a cloud com-
puting platform. Their results demonstrated that 2, 4,
and 8 threads reduced the calculation time by 71, 219,
and 421 %, respectively, compared to a single thread.
This indicates that the performance gain diminishes as
the number of threads increases, likely due to increas-
ing costs associated with message exchanges between
solver threads.

In summary, parallelism in casting simulation
can significantly enhance performance. However, it
is important to note that the papers [2] and [13] were
published in 2014—2015. Since then, parallel comput-
ing has advanced significantly with the emergence of

DMP architecture
b
Core #1 Core #2 Core #N
\ Y \4 \4
Data > Data |—>| Data |—>| Data
bus [€] bus [€] bus [€| bus
Y Y \4 Y
Memory Memory Memory Memory

Puc. 1. ApxuTekTyphl napajjelbHbIX BBIYUCAeHU 1o npuHuuny SMP (a) u DMP (b)

Fig. 1. Schemes of parallel computing based on the SMP (@) and DMP (b) architectures
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multicore processors capable of running 32 or more
threads.

Casting processes are primarily simulated using the
finite element method (FEM), finite difference me-
thod (FDM), and finite volume method (FVM). FDM
(and FVM) solutions are considerably inferior to FEM
in terms of accuracy, reliability, computational resource
requirements, performance, and postprocessing options
[14]. Hence, for casting simulation in this study, we em-
ployed FEM.

The objective of this study is to compare the per-
formance of multithreaded casting simulations using
ProCast [15; 16] and PoligonSoft [17—19] CSS, which
utilize FEM and have DMP and SMP architectures, re-
spectively [13].

Materials and methods

In our study, we conducted simulations of mold fill-
ing and solidification using ProCast 2022 (ESI Group,
France) and PoligonSoft 2022 (CSoft, Russia). The
simulation times were measured for different numbers
of threads. ProCast employs FEM to simulate filling
and solidification. For solidification analysis, the Fou-
rier heat conduction equation is utilized, taking into
account the additional latent heat release. Mold filling
is simulated using the Navier-Stokes equation. The
filling simulation uses the Newtonian viscosity model
and a momentum-driven free surface movement mo-
del that considers mass conservation [20]. For further
details and equations, please refer to [21—23]. On the
other hand, PoligonSoft analyzes solidification using
FEM and the Fourier equation [24].

We executed the simulations on two computers
equipped with Intel (USA) and AMD (USA) CPUs.
The specifications of the computers are provided in
Table 1. The Intel system utilized 4, 8, 12, 16, 20, and
24 threads, while the AMD system employed 4, 8, 12,
16, 20, 24, 28, and 32 threads. Throughout the simu-
lations, we monitored the CPU temperature, which
remained below the CPU temperature limit, and no
throttling (reduction in CPU frequency due to over-
heating) was necessary. The operating system (OS)
and programs running in the background take up some
of the computing resources. It is worth noting that the
OS and background programs utilize some computing
resources. However, in the case of the computers we
used, the impact of the OS is assumed to be negligib-
le due to the large number of cores in the processors,
excessive RAM allocation for the OS, and, most im-

portantly, the presence of fast SSD M.2 NVME SSDs.
To minimize any performance impact, no other ap-
plications were running on the computers during the
simulations.

In our analysis, we primarily focused on the GP25
cast part, which is manufactured using the ML10 mag-
nesium alloy and cast in resin bonded sand mold with
cast iron chill inserts. The GP25 part is a thin-walled,
case-shaped part, and its configuration is presented
in [25]. To estimate the thermophysical properties of
the MLI10 alloy, we utilized ProCast thermodynamic
properties database for non-equilibrium solidifica-
tion, employing the Scheil-Gulliver model. Similarly,
the properties of the cast iron chill inserts were ob-
tained from the ProCast materials database. The ther-
mophysical properties of the resin bonded sand mold
were referenced from Palumbo G. et al. [26], while the
casting-mold and casting-chill insert interfacial heat
transfer coefficients were obtained from Bazhenov V.
et al. [27; 28]. The mold filling time was 40 s., with a
melt pouring temperature of 720 °C, and a mold tem-
perature of 20 °C. The mold filling and solidification
simulation time were measured separately since the
number of FEM mesh nodes varies during filling but
remains constant during solidification. This variation
may potentially impact the runtime with different
thread configurations.

Furthermore, we conducted simulations of fill-
ing and solidification for three large-size casing parts
(ranging from 705 to 1136 mm in diameter) made of
the VZHLI14H-VI nickel superalloy, using an invest-
ment casting process with ceramic mold. The simu-
lation encompassed various stages, including mold
cooling in the furnace before filling, melt filling in-
to the mold, and subsequent cooling. The simulation
also accounted for radiation heat transfer. The aim
was to assess the efficiency of parallelism in address-
ing complex, multistage simulation problems. The
thermophysical properties of the VZHLI4H-VI alloy
were calculated using the thermodynamic database
of ProCast CSS, while the Scheil-Gulliver model was
employed to estimate properties for non-equilibrium
solidification. The thermophysical properties of the
mold ceramics, steel furnace components, heat in-
sulation, and backing material were derived from the
ProCast materials database. The boundary conditions
were also retrieved from the database using the invest-
ment casting simulation workflow. The initial melt
temperature was set at 1450 °C, and the initial mold
temperature was 950 °C.
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Table 1. Hardware of computers used for simulation

Ta6numa 1. KoMIuiekTyolume, UCIoIb3yeMble ITPU COOPKE KOMITBIOTEPOB IS MOJACTUPOBAHKS

Name Intel system AMD system
Processor Intel Core 19 12900KF AMD Ryzen 9 5950X
(16 cores, 24 threads) (16 cores, 32 threads)
Motherboard Gygabyte Gaming X MSI MAG Torpedo
(LGA1700, Z690) (AM4, X570)
RAM Kingston DIMM DDRS5, Kingston DIMM DDR4,
5200 MHz, CL40, 64 GB 3600 MHz, CL18, 64 GB
(2 modules) (2 modules)
Cooling system NZXT Kraken X73 ID-Cooling SE-207 XT
liquid cooler air cooler
SSD Samsung 980 Pro, M.2 NVME, Samsung 970 EVO, M.2 NVME,
1000 GB 500 GB

For mesh generation, the Visual Mesh mesher, a
module of ProCast, was employed. The same mesh was
used for the PoligonSoft simulations. The GP25 part
employed an adaptive mesh with variable element sizes
(node-to-node distances), ranging from 3, 4, 5, 6, 8, to
10 mm. These meshes are denoted as L3, L4, L5, L6, L8,
and L10, respectively. The finite elements representing
the riser and mold were 2 times and 5 times larger, re-
spectively (as indicated in Table 2). The number of tetra-
hedral finite elements for meshes L3 to L10 ranged from
7.37 to 0.73 min.

Regarding the FEM meshes representing the casting
of large parts made of the VZHLI4H-VI nickel super-
alloy, the element sizes ranged from 3 mm for the part
itself to 70 mm for the furnace chamber.

Results and discussion

Figure 2 illutstrates the simulation times for GP25
mold filling using ProCast on Intel and AMD PCs,
as well as the corresponding performance gain (ex-
pressed as percentage) with respect to the number of
threads. These results pertained to finite elements
L3—L10size.

For the Intel PC (Fig. 2, a), the simulation time
curve exhibits a minimum value across all the meshes,
irrespective of the number of elements. The mini-
mum simulation time was achieved when employing
16 threads. However, increasing the thread count to 20
and 24 not only fails to decrease the simulation time

42

but actually leads to an increase. Additionally, the
simulation time increases as the number of mesh ele-
ments grows.

Figure 2, b demonstrates that the performance gain
for 8 threads compared to 4 threads ranges from 66
to 77 %, while for 16 threads, it falls between 144 and
172 %. In most cases, meshes with a larger number of
smaller elements yield a higher performance gain. The
dashed curve represents the maximum theoretical per-
formance gain, assuming that the gain for N threads
is equal to the performance of a single thread multi-
plied by N. Accordingly, the maximum theoretical
performance gain for 8 and 16 threads over 4 threads
should be 100 and 300 % respectively. However, it is
evident that as the threads count increases, the devi-
ation from the maximum possible performance gain
becomes more pronounced. Notably, when the number
of threads exceeds 16 (20 and 24), a decrease in perfor-
mance is observed.

While a decrease in performance with increasing
thread count has been observed by other researchers
studying different simulation software [2; 5; 8; 10—
13], the decline seen when the number of threads sur-
passes 16 appears somewhat peculiar. To shed light on
potential causes for this performance degradation, a
closer examination of the Intel 19 12900KF proces-
sor is warranted. This processor comprises 8 perfor-
mance cores (designated as “P” for “performance”)
and 8 energy-efficient cores (denoted as “E”). The P
cores can further divide calculations into 2 threads,
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Table 2. The mesh parameters used for simulation

Tabauua 2. XapakTepUCTUKU CETOYHBIX MOJIE/IECi, NCITOJIb30BAHHBIX 1T MOAEIMPOBAHUS

Initial mesh element size,
Part mm Number
of 3D elements, mln.
Part Riser Mold
GP25 (L10) 10 20 50 0.73
GP25 (L8) 8 16 40 0.98
GP25 (L6) 6 12 30 1.62
GP25 (L) 5 10 25 2.35
GP25 (L4) 4 8 20 3.82
GP25 (L3) 3 6 15 7.37
Casing part 1 3-70 3-70 3-70 7.32
Casing part 2 3-70 3-70 3-70 3.52
Casing part 3 3-70 3-70 3-70 4.94

resulting in a total of 16 P and 8 E logical cores. The
performance of the P cores significantly surpasses
that of the E cores.

Table 3 presents the number of logical cores ver-
sus the number of threads, as well as the core clock
frequency measured after 5 minutes of the simulation
start. For 4 threads, both the performance P cores and
energy-efficient cores are utilized. It should be noted
that 12 performance logical cores and 7 energy-effi-
cient cores are employed when utilizing 4 threads,
which accounts for the majority of available cores.
Consequently, the application is distributed among
the logical cores, as each physical P core encompasses
two logical cores. Only when 4 threads are employed
the clock frequencies of individual physical cores in-
crease to 5 GHz and 3.9 GHz for P and E cores, re-
spectively. This factor may account for the high per-
formance gain observed (which is quite close to the
theoretically maximum achievable gain) with a small
number of threads. However, employing energy-effi-
cient cores proves impractical given their lower perfor-
mance. After distributing the mesh nodes across the
cores, each simulation step is completed more swiftly
by the high-performance cores, leading to the perfor-
mance cores waiting for the energy-efficient cores to
finish their part of the calculation.

For 8 or more threads, the clock frequencies of P and E

cores are 4.9 GHz and 3.7 GHz, respectively. The uti-
lization of cores varies randomly, but their overall load
increases. The case of 16 threads is particularly interest-
ing as only the performance P cores are engaged, repre-
senting the maximum performance mode (as shown in
Fig. 2, a and b). Further increasing the thread count re-
sults in a slowdown of the simulation due to the simulta-
neous utilization of energy-efficient E cores and the ab-
sence of load sharing among logical cores. For instance,
with 20 threads, the E cores bear a 50 % load, with only
4 out of 8 E cores being operational. The remaining E
cores remain idle, with a load of 0 %.

In the case of the AMD system (refer to Fig. 2, ¢), a
similar trend is observed with the simulation time curve
reaching its minimum when the number of threads is 16,
mirroring the behavior of the Intel system. Despite the
architectural differences between the processors, the op-
timal performance is achieved when utilizing 16 threads
for both systems. However, increasing the number of
threads beyond 20 results in a significant increase in
simulation time, with the simulation time for 8 threads
being shorter than for 20 threads.

Figure 2, d illustrates the performance gain for the
AMD system. The gain is lower compared to the Intel
system, with 44 % to 62 % for 8 threads and 97 % to 116 %
for 16 threads. As the number of threads increases, the
performance gain deviates further from the dashed
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Fig. 2. The calculation time of GP25 casting filling in ProCast (a, c¢) and the calculation speed growth (b, d)
depending on the number of threads involved in the calculation, when using computers based

on the platforms from Intel (a, ) and AMD (c, d)
and L3—L10 simulation meshes (see Table 2)

Puc. 2. InutenbHOCTh pacueTa 3aauBKU oTAUBKY «['T125» B mporpamme «ProCast» (a, ¢)
U TIPUPOCT CKOPOCTHU pacueTa (b, d) B 3aBUCHMOCTH OT KOJMYECTBA TOTOKOB,

3a/IeiCTBOBAHHBIX B pacyeTe MPU UCMOJIb30BAHUU KOMITbIOTEPOB

Ha 6a3e matdopm «Intel» (a, b) 1 <AMD» (¢, d) u pacueTHBIX ceToK L3—L10 (cM. Ta61. 2)
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Table 3. The number of threads involved in the calculation, cores load and frequency

Tabauua 3. 3ameiicTBOBaHHOE B pacuyeTe KOJMYECTBO MOTOKOB, 3arpy3Ka siiep U 4acToTa

Intel AMD
Number P cores E cores CCX #0 CCX #1 Core
P/E core
of threads clock
clock frequency;,
Number Load, Number Load, GHz Number Load, Number Load, |frequency,
(16 max.) % (8 max.) % (16 max.) % (16 max.) % GHz
4 12 13 7 25 49-5.0/3.7-3.9 16 13 11 13 4.63
8 9 36 5 23 49/3.7 16 26 14 25 4.58
12 11 49 8 46 49/3.7 16 51 8 25 441
16 16 100 0 0 49/3.7-39 16 53 16 51 4.30
20 16 100 4 50 49/3.7 16 100 4 26 442
24 16 100 8 100 49/3.7 16 100 8 52 431
28 — - — — — 16 100 12 76 4.19
32 — — — — — 16 100 16 100 4.08

line representing the maximum theoretical performance
gain. Notably, a substantial performance drop occurs
when the number of threads exceeds 20, without any
apparent correlation between the performance gain and
mesh size.

The AMD 5950X processor architecture consists of
two CCX (core complex) clusters, each containing 16 lo-
gical cores (they are specified as CCX #0 and CCX #1
in Table 3). While sharing some similarities with the
Intel processor discussed earlier, the AMD complex
cores are identical and lack differentiation between
high-performance and energy-efficient cores.

Table 3 provides the number of logical cores and
threads for the AMD processor. When using 4 threads,
both CCXs clusters are utilized, similar to the Intel
processor, with most logical cores being actively en-
gaged in load distribution. Consequently, the physical
cores can operate at a relatively high clock frequency
of 4.63 GHz. However, as the number of threads in-
creases to 8 and 12, the clock frequency is reduced to
4.58 GHz and 4.41 GHz, respectively, impacting the
overall efficiency of parallel computation. The distri-
bution of load between the CCXs becomes uneven for
12 threads, potentially leading to a slowdown in the
simulation. At the maximum performance mode of
16 threads, the CCX load is evenly distributed at 50 %,

utilizing all available logical cores. In this case, the
average clock frequency decreases to 4.3 GHz. When
the number of threads reaches 20, an asymmetry in
the CCX clusters loads becomes apparent. The first
CCX #0 is fully loaded at 100 %, making it impossible
to distribute the load across its logical cores, while the
second CCX #1 is only 25 % loaded. It is important to
note that despite the incomplete loading of CCX #1,
there is no load distribution among its logical cores.
The average clock frequency even experiences a slight
increase compared to the 16 threads simulation.

Further increasing the number of threads results in a
decrease in the average CPU clock frequency, reaching
4.08 GHz when utilizing all available threads. Hence,
the performance degradation observed with 20 or more
threads can be attributed to the uneven load distribution
between CCXs and the decreasing of CPU core clock
frequency. This leads to a decrease in the efficiency of
load distribution among the logical cores as the system
approaches the limit of physical cores (which is 16 cores
in the CPU). Another possible contributing factor could
be the cache memory. When one physical core handles
two threads, the cache is shared. With a large number
of commands and data, they may not fit into the cache
memory, resulting in an increased number of RAM ac-
cesses operations.
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Fig. 3. The calculation time of GP25 casting solidification in ProCast (a, ¢) and the calculation speed growth (b, d)
depending on the number of threads involved in the calculation, when using computers based

on the platforms from Intel (a, b)) and AMD (c, d)
and L3—L10 simulation meshes (see Table 2)

Puc. 3. JInutenbHOCTD pacueTa 3aTBepaeBaHus oTauBKU «I' T125» B mporpamme «ProCast» (a, ¢)
M IIPUPOCT CKOPOCTHU pacyeTa (b, d) B 3aBUCMMOCTH OT KOJIMUECTBA ITOTOKOB,

3a€ICTBOBAHHBIX B pacyeTe nmpu UMCII0JIb30BaHUUN KOMIIBIOTEPOB

Ha 6a3e ruiardopm «Intel» (a, b) u «<AMD» (¢, d)

Y BapbMPOBaHUU pa3Mepa 3JJeMEHTOB pacueTHbIX ceToK L3—L10 (cM. Tad. 2)
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Figure 3 illustrates the simulation time and perfor-
mance gain for the GP25 part solidification in ProCast
on both the Intel and AMD platforms, as well as the re-
lationship with the number of threads. The simulation
time and performance gain trends are consistent with
those observed in the mold-filling simulation. The only
difference is that the solidification simulation is shorter
in duration.

Figure 3, b presents the performance gain versus
the number of threads on the Intel platform. The gain
is 73 % to 90 % for 8 threads instead of 4, and 182 % to
197 % for 16 threads instead of 4. Thus, multithread-
ing exhibits slightly higher efficiency in the solidifica-
tion simulation compared to the mold-filling simula-
tion. This observation holds true for AMD processors
as well. One possible explanation for this difference
is that during solidification simulation, the distribu-
tion of mesh nodes between threads remains constant,
whereas during mold-filling simulation, a portion of
the CPU time is spent on redistributing nodes between
threads.

Simulation time, h
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Figure 4 displays the GP25 part solidification simu-
lation time in PoligonSoft CCS on the Intel platform,
along with the performance gain in relation to the num-
ber of threads for L3—L10 FEM meshes.

As the number of threads increases, the simulation
time decreases and reaches its minimum when using
24 threads. However, the performance gain diminish-
es with a larger number of threads (Fig. 4, b): 23 % to
38 % for 8 threads instead of 4, and 34 % to 65 % for
24 threads. Therefore, increasing the number of threads
beyond 8 does not yield significant performance gains.
Additionally, as the mesh size decreases and the number
of FEM elements increases, there is an almost twofold
increase in performance.

Similar to ProCast, analyzing the CPU load is
necessary to understand the potential causes of per-
formance degradation and inefficient parallelization
of the simulation in PoligonSoft. However, it is chal-
lenging to precisely determine how the cores are uti-
lized as the number of threads varies due to Poligon-
Soft’s use of the SMP architecture. The Task Manager
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Fig. 4. The calculation time of GP25 casting solidification in PoligonSoft software (a)
and the calculation speed growth (b) depending on the number of threads involved in the calculation,
when using computer based on Intel platform and L3—L10 simulation meshes (see Table 2)

Puc. 4. InutenbHOCTh pacyeTa 3aTBepaeBaHus oTIuBKU «['T125» B mporpamme «[TonuronCodr» (a)
M TIPUPOCT CKOPOCTU pacyeTa (b) B 3aBUCMMOCTH OT KOJIMYECTBA ITOTOKOB, 3a1eiCTBOBAHHBIX B pacueTe

MpU UCIOJb30BAHUM KOMITbIOTEpA Ha 0a3e miiatdopmel «Intel»

U BapbUPOBAHUU pa3Mepa 2JIEMEHTOB pacueTHbIX ceToK L3—L10 (cMm. Tab. 2)
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Fig. 5. The calculation time of “body” castings filling and solidification in ProCast (a) and the calculation speed growth (b)
depending on the number of threads involved in the calculation, when using computers based on the platforms

from Intel (open points 7—3) and AMD (filled points 1'—3”)
1, 1,2, 2, 3,3 — numbers of castings “Body”

Puc. 5. InutenbHOCTh pacueTa 3alloJHEH WS U 3aTBepAeBaHu s oTIMBOK «Kopryc» (cM. TabJ1. 2) B mporpamme «ProCast» (a)
Y TIPUPOCT CKOPOCTH pacyeTa (b) B 3aBUCUMOCTH OT KOJIMIECTBA TTIOTOKOB, 3a/IeICTBOBAHHBIX B pacueTe
[IPU UCITOIb30BAHNY KOMITBIOTEPOB Ha 0a3e miaatdopm «Intel» (myctoie Touku I1—3) u AMD (3akpanieHHbie TOUKU 1'—3)

1,12 2, 3,3 — Homepa ornBok «Kopryc»

shows only one process regardless of the actual num-
ber of threads. The available information pertains of
the load of logical cores from this process, expressed
as a percentage for the P and E cores. With 4 threads,
only the P cores are loaded, with load varying between
10 % and 22 %. It is worth noting that 22 % represents
the peak value reached intermittently, while most of
the time, the load remains around 10 %. When the
number of threads is increased to 12, both the P cores
(20 % to 37 %) and E cores (10 % to 21 %) are utilized.
At the maximum number of threads, the load is iden-
tical for both P and E cores, and ranging from 20 %
to 60 %. The solidification simulation in PoligonSoft
significantly underutilizes the CPU due to the less
efficient shared memory parallelization (SMP) ar-
chitecture employed, as opposed to the DMP (Distri-
buted Memory Parallelism) architecture utilized in
ProCast, where a specific amount of memory is allo-
cated to each logical core.

Figure 5 illustrates the simulation time for mold
filling and solidification of the Casing parts in Pro-
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Cast, as well as the performance gain in relation to the
number of threads for both Intel and AMD computers.
This FEM analysis focuses on simulating the cooling
of the mold before filling and includes radiation heat
transfer. The observed relationships for the GP25 part
are consistent with those observed for the Casing part.
In both Intel and AMD processors, maximum per-
formance is achieved with 16 threads. With 4 threads,
the AMD processor exhibits slightly higher efficiency.
However, if the number of threads exceeds 8, the In-
tel processor becomes more efficient. This difference
in performance is likely attributed to the higher clock
frequency of the P cores in Intel processor and the use
of DDR5 RAM in the Intel computer, as opposed to
DDR4 in the AMD computer. The lower performance
of the Intel computer with 4 threads is probably due to
the predominantly loaded low-performance, energy-
efficient E cores (as indicated in Table 3). As the
number of threads surpasses 8, the Intel computer uti-
lizes more high-performance cores, while the AMD
computer gradually reduces the clock frequency of its
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Fig. 6. The calculation time of GP25 casting solidification (a) in ProCast (1, 2) and PoligonSoft (3) software
and the calculation speed growth (b) depending on the number of threads involved in the calculation,
when using computers based on the platforms from Intel (open points 1, 3) and AMD (filled points 2)

and L3 simulation mesh (see Table 2)

Puc. 6. InutenbHOCTb pacueTa 3aTBepaeBaHus oTauBku ['T125 (@) u mpupocT ckopocTu pacueta (b)

B nporpammax «ProCast» (1, 2) u «I[ToauronCodr» (3) B 3aBUCUMOCTH OT KOJIMYECTBA MOTOKOB,
3a/IefiCTBOBAHHBIX B pacueTe Mpu UCIOJb30BAaHUU KOMITbIOTEPOB Ha 6a3ze miiardopm «Intel» (myctoie Touku 1, 3)
u «<AMD» (3akpaieHHble TOUKHY 2) ¥ pacueTHO# ceTku L3 (cm. Tabir. 2)

physical cores. The casting simulation of the GP25
part did not reveal any correlation between the FEM
mesh size and the efficiency of parallelism. Similar-
ly, such a relationship was not observed for the Casing
parts.

Figure 6 presents the solidification simulation times
for the GP25 part in both ProCast and PoligonSoft, as
well as the performance gain in relation to the number
of threads for Intel and AMD computers. The simu-
lation was conducted using the L3 mesh, which rep-
resents the minimum mesh size and the maximum
number of FEM elements (as specified in Table 2).
Regarding the performance of the ProCast simula-
tion, unlike the casting analysis of the Casing part, the
AMD computer demonstrated greater efficiency with
4 and 8 threads, while the Intel computer performed
better with a higher number of threads. The potential
reasons for this discrepancy are discussed in the earlier
section on the Casting part simulation results. It should
be noted that the specific number of threads at which
one system outperforms the other can vary depending

on the specific simulation problem. In general, it is
worth noting that the GP25 part solidification simula-
tion in PoligonSoft exhibited faster performance with a
small number of threads compared to ProCast. How-
ever, when utilizing 16 threads with an Intel processor,
ProCast proved to be faster.

It should be noted that the comparison between
PoligonSoft and ProCast simulation times is appro-
ximate due to potential differences in their FEM al-
gorithms. Therefore, this comparison serves only as a
reference and cannot be considered definitive. How-
ever, based on the available data, it can be concluded
that the solidification simulation times for the same
casting parts in ProCast and PoligonSoft are roughly
similar.

Despite the diminishing efficiency of parallelism
with an increasing number of threads, modern proces-
sors equipped with multiple physical and logical cores
can still significantly reduce the simulation time for
both mold filling and solidification processes. This ac-
celerated simulation enables casting engineers to explore
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more casting process options, make better-informed de-
cisions, and ultimately enhance the quality of the cast-
ings produced. This is particularly crucial when dealing
with large, thin-walled parts, which typically involve a
vast number of FEM elements and extended simulation
durations.

Conclusions

1. The optimal filling and solidification simulation
time for the GP25 part in ProCast is achieved with 16
threads on both the Intel Core 19 12900KF and AMD
Ryzen 9 5950X CPUs. By using 16 threads instead of 4,
the Intel computer experiences a performance gain of
approximately 180 %, while the AMD computer shows
a gain of around 110 %.

2. The performance decrease obserbed when using
more than 16 threads can be attributed to several factors.
In the case of Intel processors, the presence of slower,
energy-efficient cores contributes to the decrease in per-
formance. Similarly, AMD processors experience de-
creasing of CPU frequency, which impacts their overall
performance. Additionally, both computers exhibit an
uneven load distribution between threads due to the full
utilization of physical cores.

3. PoligonSoft’s parallel GP25 part casting simula-
tion exhibits significantly lower efficiency compared to
ProCast. This is primarily due to PoligonSoft’s SMP
(shared memory parallelization) architecture, which
underutilizes the logical cores available. As a result, the
performance gain achieved when using 24 threads in-
stead of 4 does not exceed 65 %.

4. Despite the notable difference in parallelization
efficiency, the GP25 part’s solidification simulation
times in PoligonSoft and ProCast remain relatively
close.

5. When conducting a more complex simulation of
a large-size VZHL14H-VI nickel superalloy part cast-
ing in ceramic molds using ProCast, which includes
accounting for mold cooling, melt pouring, and subse-
quent cooling with radiation heat transfer, the paralleli-
zation efficiency remains consistent with that observed
in the GP25 part simulation.
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